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Widespread agreement exists that U.S. teachers need improved mathematics knowledge for teaching. Over the past decade, policymakers have funded a range of professional development efforts designed to address this need. However, there has been little success in determining whether and when teachers develop mathematical knowledge from professional development, and if so, what features of professional development contribute to such teacher learning. This was due, in part, to a lack of measures of teachers’ content knowledge for teaching mathematics. This article attempts to fill these gaps. In it we describe an effort to evaluate California’s Mathematics Professional Development Institutes (MPDIs) using novel measures of knowledge for teaching mathematics. Our analyses showed that teachers participating in the MPDIs improved their performance on these measures during the extended summer workshop portion of their experience. This analysis also suggests that program length as measured in days in the summer workshop and workshop focus on mathematical analysis, reasoning, and communication predicted teachers’ learning.
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Widespread agreement exists that mathematics education in the United States needs improvement. Over the past decade, a spate of resources have been developed to spur such improvement, including curriculum materials, frameworks, standards and assessments, and professional development. Efforts to make use of these resources have made clear that teachers’ knowledge of mathematics is crucial for improving the quality of instruction (Ball, 1991; Ma, 1999; Sherin, 1996). The work that teachers are expected to do—use new curriculum materials, open their classrooms to wider mathematical participation by students, help students succeed on more challenging assessments—demands substantial mathematical skill. Teaching

Development of the measures used in this study was supported by NSF grant REC-9979873 and by a subcontract to CPRE on Department of Education (DOE), Office of Educational Research and Improvement (OERI) award #R308A960003. The development of the evaluation was supported by UCOP grant #8047PCE186, and the analysis of results supported by NSF grant REC-0207649. We would like to thank Patrick Callahan, Rená Dorph, Peter Goldschmidt, David Goldstein, Delena Harrison, Brian Rowan, Steve Schilling, Elizabeth Stage, Molly Vitorte and three anonymous reviewers for their assistance with this project. Errors are our responsibility.
Heather C. Hill and Deborah Loewenberg Ball 331

mathematics requires an appreciation of mathematical reasoning, understanding the meaning of mathematical ideas and procedures, and knowing how ideas and procedures connect. Evidence that U.S. teachers’ mathematical knowledge is unevenly developed (e.g., Ball 1990; Ma, 1999) has led to an increase in opportunities for teachers to learn mathematics for teaching.

One significant example was California’s Mathematics Professional Development Institutes (MPDIs). The MPDIs were one component of the California Professional Development Institutes, a statewide program designed to provide subject matter teacher professional development in English language arts, English language development, and mathematics. Initiated in 2000, the mathematics program involved both mathematicians and mathematics educators in the design and implementation of content-focused, extended learning opportunities for teachers. The MPDI program was no small intervention: California educators undertook solving the problem of teachers’ mathematical content knowledge on a grand scale, serving over 23,000 K–12 teachers in the first 3 years of the program. This makes the MPDIs the largest content-focused professional development program in the United States, and it involved a significant expenditure of public funds.

One problem facing programs such as the MPDI, however, has been the lack of evidence about what constitutes effective professional development to improve teachers’ content knowledge for teaching mathematics. This lack is related to the scarcity of reliable and valid instruments to assess program outcomes. Until recently, many instruments aimed at measuring teachers’ mathematics knowledge—such as licensing exams—tapped computational ability rather than content knowledge as it is used in teaching (e.g., the ability to represent numbers or operations; the ability to respond to unusual student responses; see Ball, 1990; Hill, Schilling, & Ball, 2003; Ma 1999; Shulman, 1986). Without the latter type of measures, programs focused on improving teachers’ mathematical knowledge for teaching could not evaluate their own success appropriately. Moreover, scholars, policymakers, and others knew little about whether and how teachers’ mathematical knowledge was improved in particular programs—such as professional development or teacher preparation programs—or through other opportunities—such as using curriculum materials, participating in lesson study, or learning from practice.

This article chronicles our first efforts to use an instrument designed to measure teachers’ content knowledge for teaching as an evaluation tool. We ask whether elementary school teachers can learn mathematics for teaching in a relatively traditional professional development setting—the summer workshop component of California’s K–6 MPDIs—and if so, how much and what those teachers learn. We demonstrate how novel measures of teachers’ content knowledge for teaching can be deployed to evaluate a large public program rigorously. And we set the stage
for future analyses of the *conditions under which* teachers learn mathematical content by exploring the degree to which individual and institute-level characteristics might contribute to growth on our measures.

**BACKGROUND**

We begin with some background and a discussion of the methods underlying our analyses. Early efforts to study the relationship between teachers’ mathematical knowledge and student achievement used characteristics of teachers and their educational background, such as courses taken, degrees attained, or certification status, as proxies for ability (Begle, 1979). Despite disappointing findings—that is, there was little relationship between these measures and student achievement—interest has persisted in establishing the connections between teacher knowledge and student achievement. By the mid 1980s, scholars began to see the problem differently, reframing the question of how teachers’ content knowledge might contribute to student learning by focusing on forms of knowledge more closely related to teaching (Ball, 1991; Kennedy, 1997; Ma, 1999; Shulman, 1986; Wilson, Shulman, & Richert, 1987).

This new notion of *pedagogical content knowledge* represented a shift in conceptions of teacher knowledge. One implication was that the content knowledge needed for teaching is connected to the specific problems of teaching elementary school content such as fractions, word analysis, or writing. The work cited above also suggested that at least in mathematics, *how* teachers hold knowledge may matter more than *how much* knowledge they hold. In other words, teaching quality might not relate so much to performance on standard tests of mathematics achievement as it does to whether teachers’ knowledge is procedural or conceptual, whether it is connected to big ideas or isolated into small bits, or whether it is compressed or conceptually unpacked (Ball, 1990; Ball & Bass, 2000; Ball, Lubienski, & Mewborn, 2001; Ma, 1999). This work further suggested that student learning might result not only from teachers’ content knowledge but also from the interplay between teachers’ knowledge of students, their learning, and strategies for improving that learning.

Working within this framework, researchers in mathematics education focused increasingly on teachers’ knowledge of mathematics for teaching. Ball and Bass (2000), Lamon (1999), Leinhardt and Smith (1985), Ma (1999), Simon and Blume (1994), and Thompson and Thompson (1994) studied teacher knowledge in particular topic areas such as fractions, multiplication, division, and rate. These studies helped to illuminate what *knowing mathematics for teaching* requires. For example, in teaching students to reduce fractions, teachers need more than the procedure. In addition, they need to be able to explain why that procedure works and what it means (Leinhardt & Smith 1985). Teachers also need to appraise student methods for solving computational problems, and when students use novel methods, be able to determine whether such methods would be generalizable to other problems. We call this knowledge *specialized knowledge of content*, based on our belief that it is unique.
to individuals engaged in teaching children mathematics. We contrast this specialized knowledge with what we call common knowledge of content—being able to compute $35 \times 25$ accurately, identifying what power of 10 is equal to 1, solving word problems satisfactorily, and so forth. This common knowledge is not unique to teaching; bankers, candy sellers, nurses, and other nonteachers are likely to hold such knowledge. We argue that together, specialized and common content knowledge compose the content knowledge used in teaching mathematics. We believe that teachers of mathematics need both types of content knowledge to teach this subject matter competently.

Researchers began to develop new measures of teachers’ knowledge of mathematics that probed the pedagogical dimensions of the content. In mathematics, they developed open-ended and multiple-choice prompts that asked teachers to explain the reasons for particular mathematical procedures or rules, design mathematical tasks to highlight key concepts, and reason about relationships and number (Ball, 1988, 1990). These measures located teachers’ mathematical knowledge in particular tasks of teaching. For example, of interest was not simply whether teachers know that $1\ 3/4 \div 1/2 = 3\ 1/2$, but whether they could explain what the expression means, could construct a concrete representation or word problem that corresponds to it, and could manipulate the elements of that model to show a solution. Using such measures, scholars also began to investigate how teachers’ mathematical knowledge, construed in these more pedagogically attuned ways, contributes to student achievement. Rowan, Chiang and Miller (1997), for instance, identified teachers’ mathematical content knowledge as a predictor of student achievement in 10th grade. Scholars have also documented the mode and variation in teachers’ command of knowledge for teaching elementary school mathematics (e.g., Ball, 1988; Ma, 1999; Simon, 1993; Simon & Blume, 1994; Tirosh & Graeber, 1990; for a review, see Ball, Lubienski & Mewborn, 2001).

To date, however, none of these measures has been employed to understand how such useful and usable knowledge of mathematics develops in teachers. Instead, scholars have focused efforts on detailing what teachers know and do not know, what might be known by teachers in order to teach, and how U.S. teachers compare with those abroad (e.g., Ball, 1990; Ball & Bass, 2000; Borko, Eisenhart, Brown, Underhill, Jones, & Agard, 1992; Ma, 1999; Thompson & Thompson, 1994). However, given the current volume of projects designed to support teacher knowledge, such as the NSF/DOE Math-Science Partnerships, and the development of statistically reliable measures of such knowledge in the field of elementary mathematics (Hill, Schilling, & Ball 2003; Rowan, Schilling, Ball, & Miller, 2001), we are able to begin tracking the development of teacher knowledge in this arena and identifying factors which contribute to such growth.

California’s MPDI program is the first we have tried to study using these new instruments. The program was chosen because of its size as well as the ambitious scope of state policy and the stated emphasis on improving teachers’ knowledge of mathematics. Sponsors of the program’s institutes, typically teams of mathematicians and mathematics educators based at University of California campuses,
were required to design programs aimed at improving teachers’ content knowledge in mathematics and to participate in state-mandated assessments of those efforts. Teachers attended summer institutes of 1 to 3 weeks’ duration (for a total of between 40 and 120 hours), taught by mathematicians and mathematics educators. The teachers participated in up to 80 hours of follow-up during the school year, and received stipends of approximately $1500 for their participation. Some institutes focused on elementary mathematics, others on middle and high school. They varied also in their mathematical focus, from number and operations to geometry to algebra. The number of contact hours in this professional development effort and the scope of the program in California made this a significant professional development effort and a substantial policy initiative.

The assessment on which we report below focuses only on the elementary number and operations institutes that took place in summer 2001. On our visits to the institutes, we found considerable variation in program content, depth, pedagogy, and quality. However, the programs also had common features. Typically, the mathematician associated with the project spent the morning covering an elementary mathematics topic, for example, long division, order of operations, prime/divisibility/multiples, or basic fractions. The mathematician might lecture, engage teachers in a series of activities designed to enhance knowledge, or lead a class discussion. In many but not all cases, this morning session was heavily keyed to mathematics as it is used in elementary classrooms, such as representing long division using manipulatives or stories. The afternoon sessions, typically led by mathematics educators, built on the morning’s mathematics by forging links to practice and state standards or providing teachers with activities for classroom use. In contrast to other professional development programs observed by the first author, where mathematics was often pointed to but seldom explored (Hill, 2004; see also Wilson, 2002), these programs were full of mathematical content (for a similar observation, see also Madfes & Holtzman, 2001). The institutes contained, at least as initially observed, substantial opportunities for teachers to learn mathematics.

METHODS

Because one goal of this article is to explain how researchers might mobilize an ambitious, large-scale effort to evaluate teacher learning, we describe in detail the elements that comprised this effort. We discuss, in turn, the study context, the evaluation partnerships, key stages in the design and implementation of Year 1 of this study, our measures, and our data analysis techniques.

Study Context

In keeping with current calls for accountability throughout the educational system, the MPDI program required a pre- and postevaluation of teachers’ learning as a result of participation in the mathematics institutes. However, at the program’s inception, program designers and evaluators faced a challenge: how to measure
teachers’ mathematical knowledge for teaching reliably and on a large scale. By teachers’ mathematical knowledge for teaching, we meant not only their common content knowledge but also their specialized knowledge for teaching mathematics. By large scale, we meant several hundred teachers, more than could be reached through interviews. And by reliably, we meant using high quality scales that meet standards of educational measurement, including factor and item response analyses that show that the set of items written taps a coherent underlying construct and produces a scale with a reliability of .7 or more.

Prior to our study, however, few options existed for measuring teachers’ content knowledge for teaching mathematics on a large scale. Many teacher licensing examinations (e.g., California Basic Educational Skills Test, National Teachers Examination) rely on problems similar to those found on the SAT or eighth-grade NAEP to measure teachers’ mathematics content knowledge. These tests assess teachers’ ability to solve problems, identify terms, calculate, and use formulas. They do not examine teachers’ ability to unpack mathematical ideas, explain procedures, choose and use representations, or appraise unfamiliar mathematical claims and solutions—specialized knowledge of content—and thus, we argue, are incomplete in their scope. The only existing measures of teachers’ specialized knowledge for mathematics teaching consisted of interviews and open-ended written responses or single multiple-choice items culled from early work by Ball, Post, and others contributing to the Teacher Education and Learning to Teach project (Kennedy, Ball, & McDiarmid, 1993). None of these measurement strategies was suitable for studying the MPDI program because they could not be implemented on a large scale, and little was known about their reliability. We at the Study of Instructional Improvement (SII), who are examining programs of school improvement in high-poverty urban elementary schools, were designing new measures of teachers’ content knowledge for this study. We needed sites to pilot our new measures on a large scale so as to provide enough cases for statistical analyses.

The partnership that emerged between the MPDIs and the SII allowed us to pilot our items on a large scale and provided MPDI program officials a potentially useable set of measures, measures aligned more directly with their program content than other available instruments. However, conducting this study on a large scale also brought problems. Although program officials could use political leverage to convince MPDI providers to use the evaluation at their site, those sites were spread widely across a large state, making the development of the evaluation infrastructure and monitoring of particular sites difficult. Some providers, concerned about alarming teachers by what appeared to them to constitute a “test,” declined to administer the evaluation. Other concerns included assuring teacher privacy, the length of time needed to complete the instrument\(^2\) and, perhaps, reluctance to subject their

---

\(^2\) Because this was a pilot, and we were unsure whether all items included would scale well, we nearly doubled the number of items typically used to create measures of this kind. This increased the length of the instrument considerably.
site to scrutiny. Still other providers encountered technical difficulties as they attempted to use the database, teacher tracking system, and data contracting company arranged by MPDI officials. Because of the exigencies of the political system, which meant funding and program authorization arrived late in the process of program start-up, these systems had been constructed in the process of actually using them. Hence, problems (e.g., missing booklets) could not be anticipated and corrected ahead of time.

As a result, the data from the 2001 administration is not ideal. Out of an estimated 2,300 teachers served by the elementary MPDI program, we have data on only 398 teachers. To a large degree, this low number is because one institute serving roughly 1,500 teachers refused to participate fully, based on the directors’ belief that teachers might be upset by having to complete the instrument. Although some individual sites within this particular institute did have teachers take both the pre- and postassessments, many subsites had teachers complete only the posttest. 3 Ten more sites, each serving far fewer teachers (roughly 25–50 teachers each), also failed to complete the assessments, some sites because the assessment forms were not ready at the program start date, and others for the reasons outlined above. Further, there was frequently a discrepancy between the official number of teachers paid to participate and the number of booklets that appeared at the firm hired to create a database of teachers’ answers to our instrument. Because of consideration for individual teachers’ rights to consent, the MPDI program could require individual institutes to administer the booklets, but could not force individual teachers to take the assessment. This means, then, that results associated with this study should be thought of as tentative, because sites or teachers had ample opportunity to select themselves into or out of this evaluation, perhaps on the basis of their perceptions of teacher learning within that site. At the same time, however, there is some possibility that these selections were more random than not, for we hypothesize the majority of refusals occurred for reasons other than a perception of teachers’ failure to learn. Additionally, these data are less than ideal in a second respect. The best evaluation designs randomly assign program participants to treatment and control groups, allowing analysts to estimate true program effects. Good evaluation designs locate and evaluate the growth of comparison groups made up of individuals who are similar to participating teachers yet who elected not to engage with the treatment. We have neither kind of design here. This means that we cannot be absolutely sure that any effects found are a result of the MPDIs, rather than natural teacher learning over the course of time, or the effect of retaking a similar assessment. We deal with this issue further in our discussion of results.

3 For data from this large site, researchers made judgments regarding whether to include subsites based on the number of teachers with complete pre- and postdata. If 15 or more teachers returned both booklets, the subsite was considered to have administered the assessment in full. If fewer than 15 teachers returned both booklets, the site was deleted from the analysis.
Measures of Mathematical Knowledge for Teaching

The items used to gauge content knowledge for teaching mathematics were written by the authors of this article, in collaboration with others working on the SII project. These items were grounded in common tasks of mathematics instruction, were designed to elicit both teachers’ common and specialized knowledge of content, and were drawn both from the research literature (e.g., Ball, 1993a, 1993b; Carpenter, Hiebert, & Moser, 1981; Lamon, 1999; Lampert, 2001; Ma, 1999) and from writers’ experiences teaching and observing elementary classrooms. In this article, we analyze only those items in the domain of elementary number concepts and operations, although forms given to teachers also included items meant to gauge content knowledge for teaching patterns, functions, and algebra, and knowledge of students and content.

Because items focus on the mathematical knowledge needed for teaching numbers and operations, the assessment is aligned with MPDI Elementary Number and Operations institute goals. However, the assessment was not designed to match the curriculum of any particular institute. Because of this orientation, we lost the ability to make definitive statements about particular institutes’ efficacy because the size of any effects is correlated at least in part with the overlap between institute curriculum and the assessment (for arguments about overlap, see Barr & Dreeben, 1983; Berliner, 1979; Leinhardt & Seewaldt, 1981). However, this orientation does allow us to make statements about how well the broad program contributes to teachers’ knowledge of mathematics for teaching.

In order to investigate the effectiveness of the MPDIs, we administered a preassessment to teachers at the beginning of the institute and a postassessment at the conclusion of intensive summer work. These assessments did not contain the same items; in order to reduce the possibility of teachers recalling or discussing their prior answers and of providers tailoring instruction to the assessment, we designed the pre- and postassessments with only a small number of common items (6 in the area of elementary numbers and operations content knowledge) and a larger number (approximately 16–20) of items specific to each form. This strategy required equating forms to control for the difficulty of items presented to teachers, a process we describe below.

As shown in Table 1, the numbers and operations scale on each form contained 13–14 stems and 23–26 items. Sample items appear in the Appendix. The differ-

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information for the Content Knowledge (CK) Scales for Teaching Elementary Numbers and Operation</td>
</tr>
<tr>
<td>Scale</td>
</tr>
<tr>
<td>CK-Form A</td>
</tr>
<tr>
<td>CK-Form B</td>
</tr>
<tr>
<td>CK-Form C</td>
</tr>
</tbody>
</table>
ence between stems and items arises because some stems, such the one in item 2 shown in the Appendix, contain multiple items beneath them. In particular, the work for Student A, Student B, and Student C constitutes multiple items within one stem (“Imagine you are working with your class . . .”). Other stems, such as the third item in the Appendix, have only one item. In addition to items measuring teachers’ content knowledge for teaching, each form also contained items meant to gauge other constructs we saw as being important to this analysis: factors that motivated teachers to participate in MPDIs, teachers’ perceptions of MPDI mathematical content coverage, and teachers’ perceptions of how content was covered—in what depth, with an emphasis on particular mathematical practices, and so forth. In contrast to the content knowledge for teaching items, which could be scored as correct or incorrect, these measures of motivation and MPDI content were constructed in conventional Likert format, which asked whether teachers agreed or disagreed with statements such as “The Mathematics Professional Development Institute will help me learn the mathematics I need to know for teaching,” an item included in the “motivation to attend” set.

An important part of data analysis was developing scales from both the Likert and content knowledge for teaching mathematics items contained on our forms, and we provide details on this process here. The main goal of scale-building is to identify a set of items that help represent an individual’s position on some unobservable trait, and then to assess with what precision the items make that estimate. With motivation, for instance, we were interested in whether any of the set of six items written to represent teacher’s various reasons for attending the MPDI captured a construct we had intended to be desire to learn. A factor analysis of all motivation items suggest that three (including the one above) represent teachers’ desire to learn within MPDIs yet these three only had an average internal reliability of .58. This suggests that the three items are insufficient, by conventional standards, to accurately represent individuals’ position on this construct. Another way of saying this is to note that since reliability is defined as the proportion of true score to true score and error combined, this particular measure is error-filled, and cannot be counted on to accurately discriminate between teachers with different levels of desire to learn. We completed this process with other Likert items of teachers’ motivation and perception, and present the results of one key scale below.

We began data analysis on the content knowledge items by performing a factor analysis on all items from each of the forms, looking for items that together would represent a single construct, or ability, in teachers’ knowledge. This factor analysis was more complex than those from Likert items, since methods had to be used to factor analyze dichotomously scored items where stems had multiple items nested beneath (e.g., item 2 in the Appendix). Results from this specialized factor analysis

---

4 Teachers cycled through the three forms as pre- and posttests. One group, for instance, took Form A as a pretest, Form B as a posttest, and recently completed Form C after the year of program follow-up. Another group took Form B as pretest, Form C as posttest, and Form A as the follow-up test, etc.
suggested a strong content knowledge dimension running across items written to represent both number concepts and operations (Hill, Schilling, & Ball, in press). We took these items and, for each form, fit item response theory (IRT) models to confirm and learn more about these number concepts and operations content knowledge scales (see Hambleton, Swaminathan, & Rogers, 1991 and McDonald, 1999 for additional information on IRT). Additional details on the results from the factor analyses and IRT modeling, including information on specific factor structures and the number of misfitting items, can be found in Hill, Schilling, and Ball (2003).

To enable pre- and postcomparative analysis, forms were linked using common item equating methods. The need for equating arises in situations where individuals take different pre- and posttests in which one form of the test may be more difficult (because of having a selection of more difficult items) than the other. To control for this possibility, analysts use the items common to both assessments to gauge the relative difficulty of the rest of the items on the test. We did this for our study, using pretest data to equate forms and arrive at an estimate of the forms’ relative difficulty vis-à-vis one another, and then correcting for imbalances in that difficulty. However, because of modest sample sizes on each of the pretests, we were not able to equate forms using a two-parameter IRT model. Instead, we used a one-parameter Rasch model that, after deleting two badly misfitting items, produced the scales in number and operations content knowledge across the three forms listed in Table 1. The interpretation of the reliability estimate is similar to the Likert case described above, although the reliability itself is much better (.78 instead of .58). The intuitive explanation of reliability is the proportion of “signal” to “signal plus noise” in the data, this scale captures more “signal” than the motivation scale. Conventional scaling rules of thumb suggest that reliabilities of above .70 are required to detect moderate effects in large groups, and we appear to have met that criterion here.

One additional wrinkle pertains to the scoring of our content knowledge for teaching mathematics scales and interpretation of the results. We did not score the forms in terms of raw score or percentage correct because percentage correct is not a linear measure—the difference between 10% and 20% is a more substantial difference in true ability than the difference between 50% and 60%. Instead, Rasch models report performance in terms of a linear measure called logits. Logits are equal-sized units, and range in our data from −3.0 to 5.0, with higher scores indicating teachers with more mathematical knowledge for teaching.

We believe the final scales reported in Table 1 represent teachers’ knowledge of mathematics as used in teaching. The scales include items that both assess teachers’ common knowledge of content (e.g., knowing that the number 8 can be written as 008; see item 1 in the Appendix) and their specialized knowledge of content for teaching. These specialized tasks included representing numbers and operations using materials or stories, providing reasons and explanations for concepts and algorithms, and making mathematical appraisals of students’ work. We attempted to balance items on each form across grade level, across whole numbers (45% of
items), fractions (42%), and decimals (16%), and across number concepts (54%) and operations (46%).

Finally, our work to assess the validity of our measure is ongoing. A best-case investigation of validity would include comparing teachers’ score on our content knowledge for teaching mathematics scale with an assessment of their use of mathematics content in actual classroom teaching; this work is currently under way. Less convincing, although more often done in the field of test construction, are cognitive tracing interviews, in which individuals talk through their thinking and answers to particular items. If respondents answer a particular item correctly, but explain it incorrectly, then problems of validity are likely. This is also true if correct mathematical reasoning underlies incorrect answers. An analysis conducted with similar items to these suggested that for knowledge of content items, teachers’ answers did in fact represent their underlying reasoning process (see Hill, 2002). Finally, we also studied content validity by comparing item topics to strands in Principles and Standards of School Mathematics (National Council of Teachers of Mathematics [NCTM], 2000) and California’s Mathematics Framework for California Public Schools, Kindergarten through Grade Twelve (California State Board of Education, 2000). The K–5 NCTM’s Standards, written at a relatively high level of generality, were well covered by the elementary number and operations items used here. The California standards, written at a greater level of specificity, suggested that we should include more items to represent K–2 subject matter (Seidel & Hill, 2003).

Sample and Data Analysis

At MPDI sites, we collected complete pretest and posttest data from 398 teachers in 15 institutes, or from an average of 26 teachers per institute. Overall, each institute served about 37 teachers. Because attrition is always a concern in these pre- and poststudies, we performed a t test to examine whether those who left their MPDI before completing a posttest were significantly weaker, mathematically speaking, than teachers who stayed. Pretest scores for the two groups were not significantly different according to this analysis (p = .86).

After IRT scaling and form equating was complete, data analysis proceeded first using simple descriptive statistics and exploratory ANOVAs, and then mixed models using Hierarchical Linear Models (HLM), a program written to accommodate multilevel data (i.e., teachers nested within institutes) (see Bryk & Raudenbush, 1988). Unfortunately, the absence of adequate longitudinal data on teachers’ growth of content knowledge for teaching mathematics in these institutes prevents us from using the more powerful growth model analysis possible in HLM. Instead, we present here results from a covariate adjustment model, predicting teachers’ posttest scores from pretest scores plus institute characteristics, and observe that Rowan, Correnti, and Miller (2002) argue that in their data, this model underrepresents the influence of inputs on outcomes in comparison to a growth model. Such might also be the case here, with the effect of institutes on teachers underestimated.
RESULTS

Across all institutes for which we have data, the average teacher score on the equated pretest was .47 logits,\(^5\) and the average teacher score on the posttest was 1.06 logits, for a gain of .48 logits. The standard deviation of the pre- and post-IRT scales were 1.05 and 1.29 logits, respectively, making this gain somewhere between a third and half standard deviation in size and statistically significant at \(p < .0001\). Substantively, this gain corresponds roughly to a 2–3 item increase in the raw number correct on our assessment. Considered in light of the fact the assessment was not designed to match the curriculum of any particular institute, which decreases the likelihood of finding positive teacher growth, this gain is a promising finding.

An analysis of variance (ANOVA) using institutes as the dependent variable found significant differences between institutes on a number of key measures. First, there was significant variation among institutes in the baseline mathematical knowledge of teachers as measured by percentage correct on the pretest (\(p < .001\)). Some institutes worked with, on average, teachers who scored a half standard deviation lower than the mean on the pretest; other institutes worked with teachers who scored a half standard deviation above the mean. Second, institutes were differentially effective in increasing teachers’ content knowledge. Roughly one third of institutes had teachers who performed no better on the posttest than on the pretest; about half the institutes had teachers who gained between a third and two thirds of a standard deviation on the scale representing content knowledge for teaching; about one sixth of institutes had teachers who gained, on average, a standard deviation or more. In these highly effective institutes, teachers answered 5–6 more items correctly on the posttest than on the pretest. This difference in institute effectiveness is statistically significant at \(p < .0001\). This finding suggests that overall positive program effects were not due to taking a posttest that is similar to the pretest, because if this were the case, we would expect to see similar growth in all institutes. The degree of variation in institute effectiveness also suggests that modeling these results using hierarchical linear modeling (HLM) might be fruitful.

An initial two-level HLM model using only teachers’ posttest scores as an outcome and no independent measures confirms variation among institutes. In this model, labeled Model 1 in Table 2, 13.6\% of the variation lay between institutes. To control for teachers’ preexisting mathematical knowledge of teaching, we next entered teachers’ pretest score as an individual-level predictor of outcomes. This within-institute effect of pretest on posttest score was highly significant (\(b = 0.80, p < .0001\)), and resulted in a reduction in the amount of within-institute variance by 47\% as shown in Table 2, Model 2. Put differently, within each institute, teachers’ pretest scores positively, significantly, and strongly predicted posttest scores, a common finding in evaluation and educational research studies.

\(^5\) Winsteps, the program used for form equating, calibrates its scale on the average item difficulty, rather than average teacher ability. Thus, the average teacher score on the pretest was greater than zero.
Table 2
Hierarchical Linear Model (HLM) Predictions of Institute Outcomes

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>For intercept, $\beta_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept ($\gamma_{00}$)</td>
<td>1.0***</td>
<td>.99***</td>
<td>.98***</td>
<td>1.01***</td>
</tr>
<tr>
<td></td>
<td>(.14)</td>
<td>(.14)</td>
<td>(.10)</td>
<td>(.09)</td>
</tr>
<tr>
<td>Length ($\gamma_{01}$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.33*</td>
<td>.36**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.14)</td>
<td>(.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average institute pretest ($\gamma_{02}$)</td>
<td>.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of teachers in institute ($\gamma_{03}$)</td>
<td>.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.009)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proof/analysis focus ($\gamma_{04}$)</td>
<td></td>
<td></td>
<td></td>
<td>.76*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.32)</td>
</tr>
<tr>
<td>For pre- and postslope ($\beta_1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept ($\gamma_{10}$)</td>
<td>.81***</td>
<td>.80***</td>
<td>.80***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.04)</td>
<td>(.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance components</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Institute mean ($\mu_0$)</td>
<td>.23***</td>
<td>.26***</td>
<td>.12***</td>
<td>.08***</td>
</tr>
<tr>
<td>Residual ($\sigma$)</td>
<td>1.47</td>
<td>.78</td>
<td>.81</td>
<td>.81</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher level</td>
<td>397</td>
<td>396</td>
<td>393</td>
<td>394</td>
</tr>
<tr>
<td>Institute level</td>
<td>14</td>
<td>13</td>
<td>11</td>
<td>12</td>
</tr>
</tbody>
</table>

Note. The numbers within parentheses represent standard errors.
* $p < .05$. ** $p < .01$. *** $p < .001$.

Because teachers' pretest scores were centered around the mean teacher within their institute, the intercept, or $\beta_0$ in this second model corresponds to the mean institute outcome, controlling for teachers' knowledge as measured on the pretest. Because the reliability of this intercept is relatively high (.87), we were able to model mean institute outcome based on teachers' reports of factors such as desire to learn and institute content, the length of summer institute (1, 2, or 3 weeks), the average pretest score of the group of teachers in the institute, and the number of teachers who completed both pre- and posttests within each institute. Because the small number of institutes included in this data set (i.e., 15 institutes) prevents jointly testing all these variables, we ran separate models for survey (teacher motivation and MPDI content) and nonsurvey variables (length, average institute pretest score, number of teachers in each institute). We also constrained the slope of pretest on posttest—or the amount by which teachers’ pretest scores predicts their posttest scores—to be equal for all institutes (see $\gamma_{10}$ in Table 2) on evidence that this relationship varied only marginally among institutes ($p < .03$). In the case of survey results, we deleted variables that did not meet conventional standards for significance from our model and controlled for the length of institutes, to prevent confounding between length and institute content, in the case that these character-
istics were interconnected. Table 2, Models 3 and 4, show the results of this exploratory analysis.

Model 3 in Table 2 shows average institute pretest score (γ₀₂ = .45) was a positive yet nonsignificant predictor of gains across institutes; the institutes with more able entering teachers, then, did not differ significantly from those with less able entering teachers in the amount added to the average teachers’ score. Nor was the number of teachers that completed the posttest assessments (γ₀₃ = .006) in an institute (which we used as a proxy for institute size) significant. Length of the institute (γ₀₁ = .33 in Model 3) measured in weeks (n = 1, 2, or 3), was a significant predictor of institutes’ effectiveness; teachers with more contact hours tended to learn more. This echoes findings from other studies of professional development (Cohen & Hill, 2001; Garet, Porter, Desimone, Birman, & Yoon, 2001) and reinforces the conventional wisdom that longer sessions can enable more learning (e.g., Corcoran 1995).

We constructed a variable from teachers’ answers to the following questions about institute content based on a 4-point scale from Strongly Disagree to Strongly Agree:

a) The MPDI helped me understand how to analyze similarities and differences among mathematical representations, solutions, or methods.

b) The MPDI contained opportunities to learn about proof and justification in mathematics.

c) The MPDI contained opportunities to learn about mathematical communication and representation.

d) The MPDI has shown me classroom activities that can involve students in exploration and investigations.

When scaled, these items had an internal reliability of .77. When entered into the model as a variable that we called opportunity to engage in mathematical analysis, reasoning, and communication (γ₀₄ = .76), this scale significantly and positively predicted institute outcomes as shown in Table 2, Model 4. Thus, MPDIs in which teachers reported more mathematical activities of this type were likely to influence teachers’ knowledge for teaching mathematics positively. Other variables (e.g., teachers’ desire to learn within institutes; mathematical content covered) were not significant, because of a true lack of effect, because of poor question design, and/or because of low reliabilities in scales created from these variables. We hope to report on the effects of an improved set of measures of institute content (e.g., qualities of the mathematics explored, focus on student thinking, extent of grounding in classroom work) within the next few years, as these measures are developed and results become available.

To ensure the veracity of results given such a small sample of institutes, we performed several conventional statistical checks of the models reported in Table 2. Posttest scores, at both the teacher and institute levels, were fairly normally distributed. Although teacher-level residuals were not strictly normal due to “holes” at certain ranges, their distribution did not suggest a violation of normality either. Based
on a residual analysis, we deleted one outlier institute, reran the models, and returned nearly exactly the same results. And the rate of convergence for models, itself a diagnostic (see Bryk & Raudenbush, 1988, p. 202), occurred relatively rapidly, at under 20 iterations for all models reported here.

DISCUSSION AND CONCLUSION

In this article we report on a first analysis of a novel instrument for measuring teachers' mathematical content knowledge for teaching. Because of its novelty, the analysis is limited. The fact that several of the measures were under development at the time of this study, combined with problems with data quality (both response rates of institutes and, to a more limited degree, individuals within institutes) and the fact our data capture only two time points per teacher mean that these results are suggestive rather than definitive. This is particularly true of null findings like the one on the motivation variable desire to learn. The low scale reliabilities for our survey-based independent measures mean that we cannot say definitively that any of our null results will hold in an improved analysis. Subsequent analyses should be undertaken that account for the effect on outcomes of both teacher characteristics, such as motivation, educational background, teaching methods, and institute characteristics. These institute characteristics should include not only those typically measured by studies of professional development—for example, length, collaboration, focus on classroom-relevant practices—but also those that describe how content is actually addressed, including the mathematical topics covered within an institute, the treatment of mathematical ideas, and the nature of the tasks in which teachers are engaged.

In future studies, researchers should also apply strengthened research designs to programs of this sort. Because we did not have a control or even a comparison group, we cannot be sure that teacher learning would not have occurred anyway or that it was not a result of taking a similar assessment twice. However, we think it doubtful that teachers would have learned mathematics for teaching simply by balancing their checkbooks and reading the newspaper; instead, professional development, curriculum material use, interactions with students, and mathematics course taking are the most likely precipitants of increases in teacher learning in our study. The teachers participating in the MPDIs were engaged in professional development, but were not participating in other professional development outside of the MPDIs during the summer institute portion of this program. Test-retest effects are more of a threat to our results. However, we attempted to mitigate this possibility by using two different forms of the assessment, then linking these forms through IRT equating methods. Results that show institutes were differentially effective in improving teachers' scores from pretest to posttest suggest this strategy was effective, since a positive effect from retaking a similar assessment would be of similar size across all institutes.

Despite these problems with our design and analyses, the results do suggest some important findings. Our results show that teachers can learn mathematics for
elementary school teaching in the context of a single professional development program. This alone is news: policymakers, mathematics educators, and others can successfully design programs that improve teachers’ content knowledge for mathematics teaching, a goal named prominently in many of today’s published reports, policy recommendations, and research programs (e.g., Achieve, 2002; Conference Board of the Mathematical Sciences, 2001; Kilpatrick, Swafford, & Findell, 2001; National Commission on Mathematics and Science Teaching, 2000; NCTM, 2000; RAND Mathematics Study Panel Report, 2002). We were less successful in modeling institute characteristics connected with improving teachers’ outcomes. We discuss the implications of each below.

Policymakers and others might use the overall positive results from this study to help shape future programs intended to improve teachers’ content knowledge in mathematics. In our visits to these institutes, we noticed potential explanations for the success of this program that were not captured in our attempts to model results. First, program staff focused mainly on mathematical content itself, rather than on how to implement or modify instructional activities without discussion of those activities’ mathematical content (e.g., Hill, 2004; Wilson, Theule-Lubienksi, & Mattson, 1996). By foregrounding mathematical content, providers increased teachers’ opportunities to learn that content. Second, teachers had opportunities to work together on elementary-level problems that addressed problems that arise when teaching mathematics content. Teachers in one institute, for instance, investigated the mechanics of the long division procedure by matching steps in the symbolic algorithm to steps taken when dividing with concrete manipulatives. Teachers in another institute analyzed word problems to better understand their mathematical structure and listened to and observed both verbal and visual explanations for why $10^0 = 1$.

A third observation centered on who was involved and what they brought to the quality of the institutes’ work: The institutes were taught by mathematically knowledgeable individuals (e.g., university mathematicians and mathematics educators), and participants were well-paid volunteers. Finally, although we identified similarities among the institutes, we also noticed that institutes differed in tone and content. Moreover—and particularly promising for future investigations—different “curricula” for teachers sometimes nonetheless produced comparable results in teacher growth. In one observed institute, professional development providers spent the better part of a day proving addition and subtraction algorithms using scientific notation. Teachers appeared engaged and asked extensive mathematical questions. In another institute, teachers worked on classifying subtraction problems according to the situations they model (e.g., compare), watched a demonstration of the standard multidigit subtraction algorithm using base ten blocks, then analyzed student errors in multidigit subtraction. These two institutes gained roughly the same amount on our content knowledge for teaching scale. This suggests that there may be more than one viable approach to improving teachers’ mathematical content knowledge.

We were less successful in modeling how teachers gained knowledge within these institutes. However, we did find a clear effect of length of institute on the size of the difference between pre- and postassessments, with longer institutes tending to
have higher gains. This finding, though, does not mean that only longer institutes can increase teachers’ knowledge. An inspection of institute length by gains finds several counterexamples: the institute that tied for the highest gains in our sample was of only 1 week’s duration. Further, several other 1-week institutes each improved teachers’ knowledge by the same amount as 3-week institutes. More remains to be understood about the interplay of institute structure, curriculum, and pedagogy, and provider preparation and qualifications.6

We also fell short in modeling institute gains based on the variables meant to represent teachers’ motivations and perceptions of institute content. One of our scales, however, notably did positively affect posttest scores. This scale represents teachers’ opportunities for learning as they engage in analyses of solutions and solution methods, prove answers and outcomes, and learn about mathematical communication and representation. This suggests that the more teachers engage with mathematics in ways that afford them opportunities to explore and link alternative representations, to provide and interpret explanations, and to delve into meanings and connections among ideas, the more flexible and developed their knowledge will be. It may even be that the extent to which teachers encounter mathematics as a domain in which reasoning and representation are central, and not simply as one comprising rules and routines, the more they learn.

Although preliminary, these findings reinforce growing signs that the focus and content of teachers’ learning opportunities may have important effects on the development of their mathematical knowledge for teaching (Sowder, Phillip, Armstrong, & Schappelle 1998). Whereas many stress the importance of allocating sufficient time to and extending the length of professional development (e.g., Corcoran 1995), our finding that the opportunity to engage in mathematical analysis, reasoning, and communication can improve teacher knowledge suggests that curricular variables may play an equally important role in the quality and impact of professional development. In a recent study of professional development, Cohen and Hill (2001) found that professional development was most likely to affect teachers’ practice when it was focused on particular content as represented by curriculum, as well as on mathematical ideas, and on students’ thinking about that same mathematics, and on teaching that content. Our results point to the need to probe more carefully into the content of professional development and to identify curricular variables associated with teachers’ learning.

Finally, this study demonstrates that evaluations using relatively more rigorous measures of outcomes can be organized and implemented on a large scale. Kennedy (1999) describes a chain of evaluation that moves from first-level approximations to indicators of student outcomes (e.g., classroom observations; standardized student assessments) to fourth-level indicators (e.g., testimony about the effects of policies or programs). The better the indicator, the closer it can be linked to the

6 Table 2 shows that variation between institutes remains in both models (p < .001 for among-institute variation).
quality of classroom instruction and student achievement. Typically, professional development studies include only fourth-level indicators, asking teachers to report on the extent of perceived learning or change in practice as a result of the professional development encounter. However, Kennedy concludes that “teachers . . . may not be good judges of whether they have learned from a program” (p. 358). Some studies, such as Cohen and Hill (2001) and Garet et al., (2001) also include what Kennedy categorizes as third-level indicators, that is, nonsituated reports on classroom practices, but these measures are still at a distance from what teachers actually do, both because of problems of validity and reliability of reports (Mayer 1999) and because many of the terms used in such measures (e.g., exploration; problem solving) are highly open to interpretation. These third-level predictors also do not capture teachers’ content knowledge; to the extent that improving content knowledge is a program goal, however, sole use of practice measures is problematic. By contrast, this study employs what Kennedy (1999) calls second-level predictors. We use data drawn from instruments that present teachers with particular situations and mathematical problems that arise in those situations, then infer facility in teaching from their ability to solve those mathematical problems in the context of practice.

Thus, although not a direct measure of teachers’ classroom work with students, the dependent measure based on pretest and posttest results used here does have several advantages. One is that it does not rely on teacher perceptions of program effect; it also measures the knowledge needed to teach mathematics. It measures such knowledge more objectively than other indicators, which rely on teachers’ perceptions of growth or practice as a result of professional development, and thus leaves less room for positive findings based on social desirability of responses. With the continued development of these and similar measures for other content areas, as well as for other teaching domains such as knowledge of students, and ability to make appropriate instructional decisions, we hope more evaluations of this kind will become possible.
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APPENDIX
Sample items

1. Ms. Dominguez was working with a new textbook and she noticed that it gave more attention to the number 0 than her old book. She came across a page that asked students to determine if a few statements about 0 were true or false. Intrigued, she showed them to her sister who is also a teacher, and asked her what she thought.

Which statement(s) should the sisters select as being true? (Mark YES, NO, or I’M NOT SURE for each item below.)

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
<th>I’m not sure</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) 0 is an even number.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>b) 0 is not really a number. It is a placeholder in writing big numbers.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>c) The number 8 can be written as 008.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

2. Imagine that you are working with your class on multiplying large numbers. Among your students’ papers, you notice that some have displayed their work in the following ways:

<table>
<thead>
<tr>
<th>Student A</th>
<th>Student B</th>
<th>Student C</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>× 25</td>
<td>× 25</td>
<td>× 25</td>
</tr>
<tr>
<td>125</td>
<td>175</td>
<td>25</td>
</tr>
<tr>
<td>+ 75</td>
<td>+ 700</td>
<td>+ 600</td>
</tr>
<tr>
<td>875</td>
<td>875</td>
<td>875</td>
</tr>
</tbody>
</table>

Which of these students would you judge to use a method that could be used to multiply any two whole numbers?

<table>
<thead>
<tr>
<th>Method would work for all whole numbers</th>
<th>Method would NOT work for all whole numbers</th>
<th>I’m not sure</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Method A</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>b) Method B</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>c) Method C</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>
3. Ms. Harris was working with her class on divisibility rules. She told her class that a number is divisible by 4 if and only if the last two digits of the number are divisible by 4. One of her students asked her why the rule for 4 worked. She asked the other students if they could come up with a reason, and several possible reasons were proposed. Which of the following statements comes closest to explaining the reason for the divisibility rule for 4? (Mark ONE answer.)

a) Four is an even number, and odd numbers are not divisible by even numbers.
b) The number 100 is divisible by 4 (and also 1000, 10,000, etc.).
c) Every other even number is divisible by 4, for example, 24 and 28 but not 26.
d) It only works when the sum of the last two digits is an even number.